
International Journal of Innovative
Computing, Information and Control ICIC International c©2009 ISSN 1349-4198
Volume 5, Number 12(B), December 2009 pp. 4935–4943

EMG PATTERN CLASSIFICATION USING HIERARCHICAL
NETWORK BASED ON BOOSTING APPROACH

Masaru Okamoto, Yukihiro Matsubara

Department of Intelligent Systems
Graduate School of Information Sciences

Hiroshima City University
3-4-1, Ozuka-Higashi, Asa-Minami-Ku, Hiroshima, 731-3194, Japan

{ okamoto; matsubar }@hiroshima-cu.ac.jp
Keisuke Shima and Toshio Tsuji

Department of Artificial Complex Systems Engineering
Graduate School of Engineering

Hiroshima University
1-4-1, Kagamiyama, Higashi-Hiroshima, 739-8527, Japan

{ shima; tsuji }@bsys.hiroshima-u.ac.jp
Received July 2008; revised December 2008

Abstract. This paper proposes a new electromyogram (EMG) pattern classification
method using probabilistic neuralnetworks based on boosting approach [1]. Since the pro-
posed method automatically constructs a suitable classification network from measured
EMG signals, there is no need to set the structure of network in advance. To verify
the feasibility of the proposed method, phoneme classification experiments are conducted
using EMG signals measured from mimetic and cervical muscles. In these experiments,
the proposed method achieved high classification rates.
Keywords: Pattern classification, Probabilistic neural network, Electromyogram, EMG
signals

1. Introduction. Electromyograms (EMG) pattern classification has been used to devise
elaborate human-machine interfaces for people with physical disabilities [2, 3]. Generally,
such pattern classification is performed by estimating the relationship between the EMG
signals as feature vectors and the corresponding intentions as class labels. For general
pattern classification problems, various soft computing approaches, such as fuzzy inference
and self organizing maps (SOM) and so on, have been proposed [3-7], and in recent
years, EMG pattern classification methods using various types of classifiers have also
been proposed [8-11]. In particular, neural networks (NN) have been demonstrated as
a promising classification tool, since their learning ability allows them to find optimum
non-linear relationships between classes and feature patterns from data sets [8, 11-13].
However, to effectively use NNs as the classifiers for applications, several fundamental
problems, such as the choice of network structure, learning convergence and local minima,
must be solved.
A probabilistic neural network (PNNs), which estimates the probability density func-

tion of patterns, has been proven to be an efficient and important method for pattern
classification. In particular, Tsuji et al. proposed a feedforward PNN, a log-linearized
Gaussian mixture network (LLGMN) based on the Gaussian mixture model (GMM) and
a log-linear model [14]. The LLGMN has been successfully applied to pattern classifica-
tion of bioelectric signals, such as electromyograms [15] and electrocardiograms [14, 16],
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and has been used to develop human interface applications, such as prosthetic devices
and EMG-based pointing devices [2, 17, 18].
However, to estimate the LLGMN parameters, the GMM number of each class must be

fixed beforehand. When the GMM number is fixed at an unsuitable value, the LLGMN
training cannot avoid convergence to a local minimum for some initial weights and training
data. Therefore, better classification performance requires estimation of an optimum
LLGMN structure. Also, in other classification methods, the estimation approach of
suitable parameters is important. In order to overcome these problems, several methods,
such as information criterion and the variational Bayes approach, have been widely used
as the criterion for the structure of a model [19, 20]. In these methods, a suitable learning
model can be selected based on discrimination accuracy, likelihood and model complexity.
Although these methods select a suitable model structure, all possible models must be
evaluated based on the criterion. Thus, it takes a long time to estimate a suitable model
structure.
There has also been growing interest in a boosting approach for the construction of

classification systems with simple classifiers [21-23]. A general boosting procedure can
combine inaccurate and simple classifiers to improve the discrimination accuracy of a
classification system. Therefore, this approach eliminates the need for evaluation of un-
necessary models. Up to the present, we have proposed a hierarchical classification method
that can automatically construct the classification models through a learning network [1].
In this method, the LLGMN is utilized in order to create a simple and weak classifier.
The proposed method can estimate the number of LLGMNs corresponding to the pattern
complexity, according to statistical information obtained from the training data.
In this paper, an EMG pattern classification method is proposed based on hierarchical

pattern classification based on boosting approach. By using boosting approach, it is
expected that the structure of the classification network can be estimated automatically
corresponding to the complexity of the EMG patterns.
The next section provides the details of the LLGMN structure and shows the pattern

classification method for constructing a suitable model using the boosting approach. In
Section 3, the EMG pattern classification method is proposed. Then, the phoneme classi-
fication and experimental results are presented in Section 4. We discuss our findings and
draw conclusions in the last section.

2. Classification Method [1]. In this method, the LLGMNs are used in order to create
simple classifiers for the classification of input vectors to produce binary splits. The
structure of each classifier is a hierarchical tree using the LLGMN as each non-terminal
node. By combining classifiers based on a boosting approach, the network can discriminate
complex data, and calculate a posteriori probability for the training data. The structure
of LLGMN and the constructing algorithm are explained below.

2.1. LLGMN [14]. LLGMN is based on a log-linear model and a Gaussian mixture
model (GMM). It calculates posteriori probability for the training data. In this method,
LLGMN is utilized for partition at the non-terminal node of the hierarchical tree.
The structure of LLGMN is shown in Figure 1. In order to represent a normalized

distribution corresponding to each component of GMM as weight coefficients of NN, the
input vector x(∈ �D) is converted into the modified input vector X as follows:

X = {1,xT , x2
1, x1x2, · · · , x2

2, · · · , x2xD, · · · , x2
D}T (1)

The first layer of LLGMN consists H = 1 +D(D + 3)/2 units, which correspond to the
dimension of the input vector X, and the identity function is used for the activation

function of each unit. The outputs of the first layer multiplied by weight w
(k,m)
h are
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Figure 1. The structure of LLGMN

transmitted to the second layer. Where w
(K,MK)
h = 0, K and MK denote the number

of classes (patterns) and components belonging to class M , respectively. In this layer,
LLGMN calculates the posteriori probability of each Gaussian component {k,m}. The
unit k in the third layer integrates the outputs of Mk units in the second layer.

(2)Ik,m =
H∑

k=1

(1)Ohw
(k,m)
h (2)

(2)Ok,m =
exp((2)Ik,m)∑K

k′=1

∑Mk′
m′=1 exp(

(2)Ik′,m′)
(3)

The relationship between the input (3)Ik and the output Ok in the third layer is

(3)Ik =

Mk∑
m=1

(2)Ok,m (4)

(3)Ok = (3)Ik (5)

The output of the third layer (3)Ok corresponds to the posterior probability P (k|x) of
class k given the input vector x, and the former can be used to evaluate the ambiguity
of a classification result.
This network has the ability of adaptive learning for statistical properties of data.

It can discriminate data with complex distributed structure, and in comparison to the
conventional method [24] using normal distribution restricted the parameter.

2.2. Structure of the network. Initially, the network consists of C classifiers, corre-
sponding to the number of classified classes. C is the number of classes of training data.
Each classifier achieves a binary classification to calculate the posteriori probability of
the cth class (c = 1, 2, · · · , C). For binary classification, the parameter of LLGMN K is

set as 2. L
(q)
c (x)(c = 1, · · · , C, q = 1, · · · , Qc) is the posteriori probability calculated by

classifier, where Qc is the number of classifiers used for the classification of the cth class
added based on boosting approach. Then, the posteriori probability Oc(x) is given as in
Equation 6.

Oc(x) = max
q=1,··· ,Qc

(L(q)
c (x)) (6)

The structure of this method is shown in Figure 2.
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Figure 2. The structure of the proposed method
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Figure 3. The structure of classifier.

2.3. Learning of hierarchical classifier. Structure of classifier is a hierarchical tree
using LLGMN. When the learning of the cth class is performed, the training data is
divided into two groups, Gc and Gc, where Gc is a set obtained from the training data
belonging to class c, and Gc is the complementary set of Gc. An example of constructed
classifier is shown in Figure 3.

Consider a training set {x(n),T (n)} (n = 1, · · · , N), where T (n) = (T
(n)
1 , T

(n)
2 ). If the

input vector x(n) belongs to class c, T
(n)
1 = 1, and T

(n)
2 = 0. An energy function according

to the minimum log-likelihood training criterion can be derived as:

E =
N∑

n=1

J (n) = −
N∑

n=1

2∑
k=1

T
(n)
k log(3)Ok (7)

In the training process, modification of the LLGMN’s weight Δw
(k,m)
h is defined as:

Δw
(k,m)
h = −η

N∑
n=1

∂J (n)

∂w
(k,m)
h

(8)
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∂J (n)

∂w
(k,m)
h

=
∂

∂w
(k,m)
h

(−
2∑

k=1

T
(n)
k log(3)Ok)

= ((2)Ok,m −
(2)Ok,m

(3)Ok

T
(n)
k )X

(n)
h (9)

where η > 0 is the learning rate.
LLGMNs are added to avoid the misclassification of training data belonging to Gc. To

evaluate the misclassification accuracy of training data belonging to Gc, an evaluation
function is defined as Equation 12.

F ′ =
|D(c, c)|
|Gc| (10)

If F ′ is greater than the threshold Th′, more LLGMNs are added hierarchically, and are
trained using a two class set D(c, c) and D(c, c). Then, the posteriori probability L

(q)
c (x),

which is calculated by the qth classifier, is defined as,

L(q)
c (x) = 1−

Jq∑
j=1

((
j−1∏
j′=0

(3)O
(q,j′)
1 (x)

)
(3)O

(q,j)
2 (x)

)
(11)

where Jq is the number of LLGMNs added to the qth classifier, O
(q,j)
1 (x) is the posteriori

probability calculated by the jth LLGMN in the qth classifier and O
(q,0)
1 (x) is set to 1.

By combining the LLGMN hierarchically to construct a network, the misclassification of
data belonging to class c′ can be avoided.

2.4. Construction network. In the proposed method, the addition and learning of the
classifier is repeated for each class. A classifier is initially trained to classify the training
data into Gc and Gc. If O1(x) > O2(x), it is considered that x is classified into class c.
Then, D(c, c) is the data set belonging to Gc, and is classified into Gc. An evaluation
function that considers the training accuracy is defined as follows:.

F =
|Gc| −|D(c, c)|

|Gc| (12)

If F is greater than the threshold Th, a classifier is added for accurate discrimination.
To train newly added classifier, training data D(c, c) and Gc are used. Repeating the
addition of classifiers until the evaluation function is less than the threshold Th allows
model construction and classifier learning to take place simultaneously.
Through the above training, the model construction and training of the classifier are

performed based on a boosting approach.

3. EMG Pattern Classification. The proposed EMG pattern classification consists of
two parts: (1) EMG feature extraction and (2) classification network.
L channels of EMG signals are recorded using surface electrodes attached to muscles.

The EMG signals are measured with a sampling frequency f = 1000 Hz, then rectified
and filtered by a Butterworth filter (cutoff frequency: 1Hz). Each sampled EMG pattern,
defined as EMGl(t)(l = 1, 2, · · · , L) was normalised to make the sum of five channels
equal to 1 using the following equation,

x
(t)
l =

EMGl(t)− EMGst
l∑L

l′=1(EMGl′(t)− EMGst
l′ )
, (13)
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where EMGst
l is the mean value of EMGl(t) measured while relaxing the muscles. The

feature vectors x(t) = [x1(t), x2(t), · · · , xL(t)] are inputted into classification network. A
power level is estimated from the EMG signals as

α(t) =
1

L

L∑
l=1

EMGl(t)− EMGst
l

EMGmax
l − EMGst

l

, (14)

where EMGmax
l is the mean value of EMGl(t) measured under the maximum voluntary

contraction. The power level is compared with a prefixed threshold Md to determine
whether the motion actually happened.
For pattern classification, a pattern classification network as described in Section 3 is

employed. Using samples labelled with their corresponding motions, the structure of the
network is constructed and network learns non-linear mapping between the EMG patterns
and motions simultaneously.
The entropy of outputs is also calculated to prevent risk of misclassification. The

entropy is defined as Equation 15.

H(x(t)) = −
C∑

c=1

Oc(x(t)) logOc(x(t)). (15)

If the entropy H(x(t)) is less than the discrimination threshold Te, the specific motion
with the largest probability is determined according to the Bayes’ decision rule (shown in
Equation 16). Otherwise, the determination is suspended.

Y (x) = argmax
c
Oc(x) (16)

4. Experiments. Phoneme classification based on EMG signals was conducted to ex-
amine performance of the proposed method. In the experiments, EMG signals measured
from mimetic and cervical muscles were used to classify six Japanese phonemes (C = 6:
/a/, /i/, /u/, /e/, /o/, and /n/). Experiments were performed for four subjects (A, B, C:
healthy; D: a patient with cervical spine injury). After training, the subjects were asked
to utter six phonemes in the order.
Five pairs of Ag/AgCl electrodes (NT-511G: NIHON KOHDEN Corp.) were attached

to the subject’s face (Depressor Anguli Oris, Zygomaticus Major, Masseter, Digastric,
Depressor Labii Inferioris; a pair of electrodes on each muscle) with conductive paste.
The EMG signals from five muscles were recorded (sampling frequency: 1KHz).
The parameters of proposed method were set as: Md = 0.25, Te = 0.7, Th = 0.8 and

Th′ = 0.8.

4.1. Classification results. Five sets of randomly chosen initial weights were used to
train each sample data. For the verification of the classification performance of the pro-
posed method, single LLGMN, support vector machine (SVM) [25] and back-propagation
neural network (BPNN) [26] classifiers were used for the comparison. BPNN had four
layers (two hidden layers), the units of which were set as 2, 10, 10 and 4. Also, an SVM
having a second-order polynomial kernel was used to perform a two-class classification.
By cobining two-class classifiers, multiclass classification using SVMs was achieved.
The mean values and standard deviations of the classification rates using the proposed

method and other medhotds are shown in Figure 4. As shown in the figure, the clas-
sification results of the proposed method are similar to those of a single LLGMN and
SVM in the case of Subjects A and B. Comparing the classification rates of Subject C,
it can be seen that the method using the proposed EMG pattern classification method
outperformed the use of a single LLGMN and BPNN. In addition, in the case of Subject



EMG PATTERN CLASSIFICATION USING HIERARCHICAL NETWORK 4941

Figure 4. Discrimination results for four subjects

Figure 5. Discrimination results for subject D
D, the classification results of other methods degraded significantly more than that using
the proposed method.
Figure 5 shows the mean values and standard deviations of the classification rates of

each type of utterance for Subject D. From this figure, it can be seen that the classification
accuracies of utterance /o/ and /n/ have improved by the proposed method. On the other
hand, in the classification of utterance /a/, similar misclassifications occurred by using
the proposed method and other methods. It considered that these results were caused by
the ambiguous EMG pattern found with the utterance /a/. Table 1 shows an example of
the number of added classifiers and LLGMNs in the network of Subject D. In contrast,
the number of classifiers and LLGMNs for Subjects A and B were set as 1. Here, we
infer that a better classification is achieved by adding the classifiers and LLGMNs for the
estimation of the distribution of EMG patterns. It is clear that by adding LLGMNs to a
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Table 1. The number of added classifiers and LLGMNs for subject D

phoneme classifiers LLGMNs
/a/ 13 33
/i/ 3 7
/u/ 2 3
/e/ 4 9
/o/ 16 24
/n/ 5 7

network for the estimation of the distribution of EMG signals, the proposed method can
achieve a most accurate classification of all methods.

5. Conclusions. This paper proposes a novel classification method for EMG signals.
This method uses a hierarchical pattern classification algorithm based on boosting ap-
proach for the estimation of a suitable network structure. In this algorithm, the structure
of the classification network is automatically constructed by adding LLGMNs as classifiers
to estimate the distribution of EMG signals for training.
To examine the classification capability and the accuracy of the proposed method,

phoneme classification experiments were carried out with four subjects. In these ex-
periments, the proposed method achieved the highest classification performance of all
methods.
In future, we would like to improve the pre-processing method for EMG signals. It

would also be interesting to theoretically study the effectiveness of boosting approach for
EMG pattern classification.
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