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Abstract—This paper proposes a novel EMG-based MyoBock
training system that consistently provides a variety of functions
ranging from EMG signal control training to task training. Using
the proposed training sytem, a trainee controls a virtual hand
(VH) in a 3D virtual reality (VR) environment using EMG signals
and position/posture information recorded from the trainee. The
trainee can also perform tasks such as holding and moving
virtual objects using the system. In the experiments of this study,
virtual task training developed with reference to the Box and
Block Test (BBT) used to evaluate myoelectric prostheses was
conducted with two healthy subjects, who repeatedly performed
10 one-minute tasks involving grasping a ball in one box and
transporting it to another. The BBT experiments were also
conducted in a real environment before and after the virtual
training, with results showing an improvement in the number of
tasks successfully completed. It was therefore confirmed that the
proposed system could be used for myoelectric prosthesis control
training.

I. INTRODUCTION

Myoelectric prostheses [1]-[4] such as MyoBock (Otto Bock
Corp.) are provided to help normalize life for upper-limb am-
putees. To achieve free control of prostheses in daily life, it is
necessary to secure voluntary generation of EMG signals and
conduct task training using the prosthesis under the instruction
of doctors’s and therapists’s over a period of a few months
[5]. In this context, EMG control training systems have been
proposed [6]-[9] to support the recovery of muscle function
and promote voluntary muscle contraction. For example, Tsuji
et al. [6] proposed an EMG-based rehabilitation aid (EBRA)
that supports three types of EMG-based training for voluntary
muscular contraction, collaboration among multiple muscles
and muscular contraction timing. However, these systems
focus only on training for voluntary control of EMG signals,
and do not support myoelectric prosthesis control training. In
the use of prostheses, EMG signals vary with changes in arm
position/posture and the generation of force to support the
weight of the prosthesis. Accordingly, even if voluntary control
of EMG signals can be achieved through training, it can still
be difficult for user to perform target tasks using a prosthesis.
For this reason, extensive training with a myoelectric unit is

necessary before the user can control the prosthesis freely
in daily life. However, as myoelectric prostheses are very
expensive, medical facilities often neither have them nor can
offer long-term training in their operation.
Against this background, a system to support task training

with myoelectric prostheses using virtual reality has been
developed [10]-[15]. Hauschild et al. [14] and Lambrecht
et al. [15] proposed a system in which subject/patients can
operate a simulated limb and hold/release objects with it in
a virtual environment. However, trainees cannot conduct task
training without EMG signal control ability.
This paper proposes a MyoBock training system that consis-

tently provides a variety of functions ranging from EMG signal
control training to task training with the aim of supporting
MyoBock prosthetic hand prescription.

II. PROPOSED TRAINING SYSTEM
The proposed system involves the two stages of EMG signal

control training and task training, which are outlined below.

A. EMG Signal Control Training [6]
The EMG signal control training to recover muscular func-

tion and promote myoelectric prosthesis control ability is con-
ducted using the EBRA method proposed by Tsuji et al. [6].
The EBRA approach allows three types of EMG-based training
for voluntary muscular contraction, collaboration among mul-
tiple muscles and muscular contraction timing. In contraction
training, trainees are instructed to maintain a target level of
muscular contraction to build their ability in generating EMG
signals. In collaboration training, trainees practice controlling
the contraction level of each muscle by matching the EMG
pattern for the target motion as extracted in real time. In
timing training, trainees are instructed on the timing of desired
motions and try to reproduce them accordingly. It is possible
to modify difficulty and other parameters depending on the
trainee’s EMG signal control skill in these three types of
training. Task training is subsequently performed after the
trainee has acquired the ability to control EMG signals. The
details of the proposed part of task training are outlined below.
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Fig. 1. Structure of the proposed training system

B. Task Training
Figure 1 shows a structural representation of task training.

The trainee can perform tasks such as holding and moving a
virtual object using the proposed system.
1) Virtual Hand (VH) and VR Environment: The VH and

virtual objects are developed using Virtools [16] that can create
and control various virtual objects. The VH has rigid link
structure consists of 22 joints (elbow, wrist and fingers) based
on human arm and has human skin-like texture. Each joint
of the VH has three rotation degrees of freedom [α, β, γ]T

and the elbow joint has three translational degrees of freedom
[x, y, z]T. In addition, the system has collision detection
between each joint and virtual objects.
2) VH Control: VHs are controlled using EMG signals and

position/posture as recorded from the trainee. The details of
the processes involved are outlined below.
The opening-closing of a VH is controlled using the My-

oBock method. Trainees are first fitted with a socket featuring
two built-in electrodes used to record EMG signals. The
recorded signals are digitized using an A/D converter (sam-
pling frequency: fs [Hz]) and are defined as el(n) (l ∈ {1, 2},
n: number of samples). The trainee’s motion m ∈ {o, c} (o:
opening, c: closing) is discriminated based on the amplitude
of el(n) as follows:

m =

{
o (e1(n

′) ≥ eth)
c (e2(n

′) ≥ eth)
, (1)

where n′ is the number of samples observed when e1(n) or
e2(n) exceeds the pre-defined threshold eth. The behavior of
MyoBock dynamic mode control (DMC) is simulated using
the discrimination result m and el(n) in the proposed system.
As the opening/closing angular velocity changes with EMG
signal amplitude in the DMC method, the joint angles θ(n)
between the thumb and fingers of the VH are controlled based
on the following equation:

θ(n) = θ(n− 1) + ωm(el(n))Δt, (2)

where ωm(el(n)) is the opening/closing angular velocity and
Δt is the sampling time. Here, if the maximum angles for
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each joint are set as shown in Table 1, pinching motion with
MyoBock is realized.
Additionally, the 3D position [x′, y′, z′]T and the Eulerian

angle [α′, β′, γ′]T recorded from the position sensor attached
to the operator’s cubital fossa is used for controlling position
and posture of the VH. These recorded data based on the
right-handed system are converted into the left-handed system
because the coordinate system of Virtools is the left-handed
one. The 3D position converted into the left-handed system
is defined as [x, y, z]T and the Eulerian angle is defined as
[α, β, γ]T. Moreover, the fingertip position used for detecting
gripping objects and the training evaluation is defined as
follow:

Phand(n) = Pelbow(n) +A

⎡
⎣ cosβ′ sin γ′

sin(−β′)
cosβ′ cos γ′

⎤
⎦ , (3)

where A is a length of a forearm which is configured before-
hand.
3) Virtual Feedback: The trainee is provided with auditory

and tactile feedback to support the communication of spatial
and tactile information in the VR environment. As amputees
can perceive vibration from real-environment collision with
objects via the socket, the proposed system gives the trainee
tactile feedback via vibrotactile stimulators (VBW32C25, Au-
diological Engineering Corp.) when the VH touches a virtual
object. In this study, vibration of 250 Hz was used for
tactile feedback because humans are the most sensitive to
this frequency [17]. Trainees were also provided with auditory
feedback when the virtual object was grasped and deposited
as intended.

III. EXPERIMENTS
In this study, the virtual task training was developed with

reference to the Box and Block Test [18] used to evaluate my-
oelectric prostheses, and a training experiment was conducted.
The subjects were two healthy males (A and B). Subject B had
experienced EMG control before. Consideration of prosthesis
weight was allowed in the training using a socket with the
MyoBock developed for attachment to the arms of healthy
subjects (Fig. 2). The socket has two built-in electrodes (Otto
Bock Corp.; 13E200 = 60; frequency band width: 90-450
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[Hz], length: 27 [mm], breadth: 18 [mm], height: 9.5 [mm],
weight: 4.5 [g]) which were attached to each subject (L = 2;
ch. 1: extensor digitorum muscle; ch. 2: flexor carpi ulnaris
muscle) to record EMG signals. This method allows subjects
to practice in consideration of the weight of the prosthesis,
which is approximately 400 [g] for a MyoBock unit. A 3D
position sensor was also attached to each subject’s right cubital
fossa, and the 3D position [x′, y′, z′]T (accuracy: ±2.4 [mm])
and the Eulerian angle [α′, β′, γ′]T (accuracy: ±0.75 [◦])
were recorded. Two vibrotactile stimulators providing tactile
feedback were attached to the outer surfaces of the sockets
near the electrodes. The parameters used in the proposed
system were set as eth = 0.56 [V] and fs = 1,000 [Hz].
In the experiments with the proposed system, 10 one-minute

tests were performed. BBT in a real environment was also
conducted to verify the effectiveness of the system. Five
sessions of BBT were conducted both before and after the
training, whose schedule is outlined in Fig. 3. The subjects’
task performance ability was evaluated from the number of
blocks transferred in one minute.

A. Box and Block Test in Virtual Reality Environment
The subjects did not undergo EMG signal control training

because they were already able to generate and control EMG
signals. Figures 4 and 5 show scenes from training using
the proposed system and an example of signals recorded
during the 10th session from Subject A. The times shown
for the pictures in Fig. 4 correspond to those in Fig. 5.
Figure 5 indicate EMG signal discrimination results, position
and posture recorded via the 3D position sensor, the distance
between the VH and the ball P (n), the signal input to the
tactile stimulator, and the joint angle between the thumb and
index finger θ(n). The shaded areas represent times during
which el(n) was greater than the pre-defined threshold eth.
It can be seen that the trainee received tactile feedback when
the VH and the ball collided. The results indicate that Subject
A grasped the ball at about 46.9 s, moved it and released it
at about 47.9 s, and was able to perform the tasks repeatedly.
Figure 6 (a) shows the results of evaluation for successful tasks

 = 46.9 s 
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Fig. 4. Operation scenes of the virtual BBT in the final session (Subject A)
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Fig. 5. Example of experimental results from virtual BBT. Subject A
repeatedly held, moved and released the virtual object. The shaded areas show
the motion generated (NM: no motion).

using the proposed system. It can be seen that the number
of successful tasks gradually increased. Here, the values for
Subject A were smaller in sessions 7 and 8. This was because
the ball was moved to a location where it was difficult to
perceive distance between the hand and balls. Comparing the
first and last sessions, the number of successful tasks increased
from 11 to 14 for Subject A, and from 17 to 19 for Subject
B. These results suggest that the trainees learned to perform
more tasks within a given time period using proposed system.

B. Box and Block Test in Real Environment
Figure 7 shows scenes from BBT and Fig. 6 (b) shows the

related results. The circles plotted in Fig. 7 show the base
positions of the middle finger at time intervals of 0.3 s. In
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Fig. 7. BBT operation scenes. The plotted data show the base of the
MyoBock’s middle finger at intervals of 0.3 s.

Fig. 6 (b), the results for subjects A and B both show that
the number of successful tasks increased after virtual training.
In particular, the number of tasks completed successfully by
Subject A approached that of the more experienced Subject
B. It is therefore considered that task performance in a real
environment was improved by virtual task training using the
proposed system. However, as there was no significant differ-
ence between the results observed before and after training,
the authors plan to check the validity of the proposed system
with a longer training period and more subjects.

IV. CONCLUSION

This paper proposes an EMG-based virtual training system
for MyoBock. In the study, a training experiment was con-
ducted using the proposed system, and BBT was performed
in a real environment before and after the virtual training to
verify the system’s validity. As the results showed that the
number of successful tasks increased after the virtual training
with the system, it was concluded that the approach can be
used for training in myoelectric prosthesis control.
In future research, the authors plan to further verify the

validity of the proposed system with a longer training period
and more subjects, and improve the proposed system by
comparing the differences between the virtual environment
and real environment. Other aims include the development of
an interactive training system that can display the ideal arm
trajectory toward an object for each task, and the establishment
of a method for selecting appropriate electrode positions and
training motions [19], [20].
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