Abstract—This paper proposes a novel reduced-dimensional recurrent neural network (NN) for electroencephalography (EEG) discrimination. Due to time-varying characteristics of EEG signals, recurrent NN is a useful approach for EEG pattern discrimination. However, when dealing with high-dimensional data, NNs usually have problems of heavy computation burden and difficulty in training. To overcome these problems, the proposed NN incorporates a dimension-reducing stage into the network structure of a recurrent probabilistic NN. Moreover, an EEG discrimination method is developed using wavelet packet transform (WPT) and the proposed NN. EEG discrimination experiments were conducted with EEG signals measured during finger movements. The experimental results of four subjects indicate that the proposed method can achieve relatively high discrimination performance.

I. INTRODUCTION

Electroencephalography (EEG) signals consist of neuronal action potentials recorded from the scalp and reflect central nervous system activities. Regardless of the degree of physical disability, EEG-based brain-computer interfaces (BCIs) can be used for communication and motor restoration to help paralyzed people [1]. In a BCI system, feature patterns are extracted from EEG time series that are generated by mental activities such as motor imagery and actual movements. The features are then translated into control commands for external systems or prosthetic devices via a pattern discrimination process.

A variety of feature extraction methods has been proposed in previous researches. Since EEG signals are inherently non-stationary, many studies have employed wavelet-based feature patterns [2]-[4]. The present study utilizes wavelet packet transform (WPT) to extract EEG features, which can provide higher frequency resolution than traditional wavelet transform (WT) methods [5]. For EEG discrimination, the frequency bands containing discriminative features may be different among users. In addition, discrimination may not be achieved only based on low-frequency information, which is focused on by WT methods.

On the other hand, there are a lot of EEG discrimination methods using linear discrimination analysis, support vector machine, neural networks (NNs), and so on [6]. Discrimination methods based on NN can approximate nonlinear mapping between input and output patterns, and they can be trained to adapt for variations among individuals. In particular, recurrent NNs have been investigated in order to enhance discrimination performance by considering information of time context in EEG signals [7], [8]. Haselsteiner et al. developed a time-dependent NN, which achieved better performance than traditional multilayer perceptron (MLP) with 4-channel EEG signals for two motor imagery patterns [7]. Also, Tsuji et al. proposed a recurrent log-linearized Gaussian mixture network (R-LLGMN) based on hidden Markov model (HMM) [8]. R-LLGMN has been applied to EEG pattern discrimination. In order to improve discrimination rate, many electrodes and high-dimensional frequency information are required for feature vectors. However, when dimensionality of features increases, complexity of the NN increases rapidly. Generally, training process turns to be time-consuming and difficult to converge.

In order to deal with this problem, the authors had proposed a probabilistic neural network for high-dimensional pattern discrimination and applied it to electromyogram (EMG) pattern discrimination [9]. This NN uses orthogonal transformation to project an original feature space into a lower-dimensional one, then calculation of probabilities is conducted with the lower-dimensional features based on a Gaussian mixture model (GMM).

This paper aims to propose a novel probabilistic NN for pattern discrimination of multivariate time series such as EEG signals. A dimension-reducing process is incorporated in a recurrent probabilistic neural network, which is based on GMM and HMM. Structure and learning algorithm of the proposed NN are briefly explained in Section II. Then an EEG discrimination method using the proposed NN is developed in Section III. It is expected that this method can discriminate multivariate EEG features, which are extracted using WPT, with high accuracy. In Section IV, discrimination performance of the proposed NN is evaluated through EEG discrimination experiments. Finally, Section V concludes this paper.

II. NEURAL NETWORK FOR MULTIVARIATE TIME SERIES PATTERN DISCRIMINATION

A. Network Structure

Structure of the proposed NN is shown in Fig. 1. This network is a seven-layer recurrent NN, and consists of a dimension-reducing stage and a time series pattern discrimination stage. This NN calculates posterior probabilities for multivariate time series patterns. Details of each layer are explained as follows.

1) Dimension-reducing Stage: In this stage, the input vectors $x(t) \in \mathbb{R}^{M}$ ($t = 1, 2, \cdots, T$) are converted into feature vectors with a reduced dimension $D$, $(O(t) \in \mathbb{R}^{D}$,
where $M$ is dimension of the input vectors and $D < M$.

The identity function is used for units’ activation in the first layer, and the relationships between the input units $(1)I_m(t)$ and the output units $(1)O_m(t)$ in this layer are defined as

$$(1)O_m(t) = (1)I_m(t) = x_m(t),$$

where $x_m(t) (m = 1, 2, \cdots, M)$ is an element of $x(t)$.

In the second layer, each unit sums up the first layer’s outputs, $(1)O_m(t)$, weighted by the coefficients $(1)W = \{w_{m,d}\} \in \mathbb{R}^{M \times D} (m = 1, \cdots, M; d = 1, \cdots, D)$. The second layer’s inputs and outputs are defined as follows:

$$(2)I_d(t) = \sum_{m=1}^{M} (1)O_m(t)w_{m,d},$$

$$(2)O_d(t) = (2)I_d(t).$$

2) Time Series Pattern Discrimination Stage: This stage is based on the recurrent probabilistic NN, R-LLGMN [8]. It is composed of a Gaussian mixture model (GMM) and a hidden Markov model (HMM), so that it is able to cope with the time-varying characteristics of input features. Please refer to [8] for the correspondence of R-LLGMN to GMM and HMM.

The vector $(2)O(t)$ and an additional constant unit, defined as $(2)O_0(t) = 1$, are processed through a non-linear computation and input into the third layer, which consists of $H = 1 + D(D + 3)/2$ units. The non-linear computation is conducted for all possible combinations of $d$ and $d'$,

$$(3)O_h(t) = (3)I_h(t) = (2)O_d(t)(2)O_d(t),$$

where $d' \geq d (d, d' = 0, 1, \cdots, D)$ and $h = \frac{2D - 3d + 2d' + 3}{2}$.

Unit $\{c, k, k', m\} (c = 1, \cdots, C; k, k' = 1, \cdots, K_c; m = 1, \cdots, M_{c,k})$ in the fourth layer receives outputs of the third layer $(3)O_h(t)$ weighted by the coefficient $(2)w_{k', k, m, h}$. The relationship between the input and the output of the fourth layer is defined as,

$$(4)I_{c', k, m, h}^c(t) = \sum_{h=1}^{H} (3)O_h(t)(2)w_{k', k, m, h}^c,$$

$$(4)O_{c', k, m, h}^c(t) = \exp[(4)I_{c', k, m, h}^c(t)],$$

where $C$ is the number of classes, $K_c$ is the number of states in HMM, and $M_{c,k}$ is the number of components of the Gaussian mixture distribution in class $c$ and state $k$.

The input of a unit $\{c, k, k', m\}$ in the fifth layer integrates the output of units $\{c, k, k', m\} (m = 1, 2, \cdots, M_{c,k})$ in the fourth layer, and the output of the sixth layer is also fed back to the fifth layer. These are expressed as follows,

$$(5)I_{c', k}^c(t) = \sum_{m=1}^{M_{c,k}} (4)O_{c', k, m, h}^c(t),$$

$$(6)O_{c', k}^c(t) = \frac{\sum_{c'=1}^{C} \sum_{k'=1}^{K_c} (6)I_{c', k'}^c(t)}{\sum_{c'=1}^{C} \sum_{k'=1}^{K_c} (6)I_{c', k'}^c(t)}.$$  

Finally, unit $c$ in the seventh layer integrates the outputs of $K_c$ units $\{c, k\} (k = 1, 2, \cdots, K_c)$ in the sixth layer.

$$(7)O^c(t) = (7)I^c(t) = \sum_{k=1}^{K_c} (6)O_{c, k}^c(t).$$

Here, $(7)O^c(t)$ indicates the posterior probability of class $c$. In this NN, calculations in the fifth and sixth layers are associated with feedback connections. So that, time-varying features in time series can be used, and it is possible to discriminate multivariate time series using this NN.

B. Learning Algorithm

This study uses a two-step learning method to train the network’s weights, $(1)W$ and $(2)W$, separately. $N$ time series with length $T$, $x(t) = [x_1(t), \cdots, x_M(t)]^T$ ($n = 1, \cdots, N; t = 1, \cdots, T$), are prepared for each class as training data.

1) Dimension-reducing Stage: Firstly, the weight coefficients $(1)W$ are trained in the dimension-reducing stage. It is preferable that dimension-reducing transform in this stage can also enhance class separability to ease time series pattern discrimination in the following stage. In this paper, the weight coefficients $(1)W$ are estimated based on linear discriminant analysis (LDA) [10]. Given the training data, an evaluation function is defined to show the class separability,

$$E_1 = (1)W^T S_b (1)W,$$

where $S_b$ and $S_w$ are the between-class scatter matrix and the within-class scatter matrix, respectively. These matrices are defined as follows,

$S_b = \frac{1}{TC} \sum_{t=1}^{T} \sum_{c=1}^{C} (x_c(t) - \bar{x}(t))(x_c(t) - \bar{x}(t))^T,$

$S_w = \frac{1}{TCN} \sum_{t=1}^{T} \sum_{c=1}^{C} \sum_{n=1}^{N} (x_c(t) - \bar{x}(t))(x_c(t) - \bar{x}(t))^T.$
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Electrodes are attached to the scalp according to the international 10-20 system. Suppose EEG signals from channels C3, Cz, and C4 electrodes were located at the motor area (see Fig. 3).

EEG signals are decomposed into frequency subbands of each channel using wavelet packet transform (WPT). These multivariate EEG feature series are then input into the proposed reduced-dimensional recurrent NN to discriminate two metal activities.

The sampling frequency for EEG acquisition was 1 kHz. For each task 30 trials were recorded. No movement: bending and stretching of the right index finger for ten sec, and resting for ten sec, and (c) No movement: be at rest for twenty sec. For each task 30 trials were recorded. The sampling frequency for EEG acquisition was 1 kHz.

### III. EEG DISCRIMINATION METHOD USING THE PROPOSED NEURAL NETWORK

Fig. 2 depicts the proposed EEG discrimination method. After spatial filtering for noise and artifact removal, EEG signals are decomposed into frequency subbands of each channel using wavelet packet transform (WPT). These multivariate EEG feature series are then input into the proposed reduced-dimensional recurrent NN to discriminate two metal activities.

The proposed NN method with four healthy subjects. EEG signals were measured with Ag/AgCl type electrodes, and nine electrodes were located at the motor area (see Fig. 3). EEG signals from channels C3, Cz, and C4 were put through a spatial Laplacian filter. In the experiments, subjects were instructed to perform three tasks, (a) Right-finger movements: bending and stretching of the right index finger for ten sec, and resting for ten sec, (b) Left-finger movements: bending and stretching of the left index finger for ten sec, and resting for ten sec, and (c) No movement: be at rest for twenty sec. For each task 30 trials were recorded. The sampling frequency for EEG acquisition was 1 kHz.

In this study, Daubechies’ wavelet was used [5]. The decomposition level in WPT was set as 7, $f_c$ was 0.1, and

\[
x_c(t) = \frac{1}{N} \sum_{n=1}^{N} x_c(t)^{(n)},
\]  
\[
\mathbf{x}(t) = \frac{1}{CN} \sum_{c=1}^{C} \sum_{n=1}^{N} x_c(t)^{(n)},
\]

where $x_c(t)^{(n)}$ is the input vector belonging to class $c$. The learning process finds $W$ that maximizes $E_1$.

2) Time Series Pattern Discrimination Stage: A teacher vector $T^{(n)} = [T_1^{(n)}, \ldots, T_{C}^{(n)}, \ldots, T_{C}^{(n)}]^T$ is defined for training data $x(t)^{(n)}$. If $x(t)^{(n)}$ is for class $c$, then $T_{c}^{(n)} = 1$ and $T_{\hat{c}}^{(n)} = 0$ ($\hat{c} \neq c$) for all the other classes. The energy function for weight $W$ is defined as

\[
E_2 = - \sum_{n=1}^{N} \sum_{c=1}^{C} T_{c}^{(n)} \log (p_c(T)^{(n)} (17)
\]

where $p_c(T)^{(n)}$ is the posterior probability at time $T$ for the time series $x(t)^{(n)}$. The learning process is to minimize $E_2$, that is, to maximize the likelihood [8].

### IV. EXPERIMENTS

EEG discrimination experiments were conducted to verify the proposed method with four healthy subjects. EEG signals were measured with Ag/AgCl type electrodes, and nine electrodes were located at the motor area (see Fig. 3). EEG signals from channels C3, Cz, and C4 were put through a spatial Laplacian filter. In the experiments, subjects were instructed to perform three tasks, (a) Right-finger movements: bending and stretching of the right index finger for ten sec, and resting for ten sec, (b) Left-finger movements: bending and stretching of the left index finger for ten sec, and resting for ten sec, and (c) No movement: be at rest for twenty sec. For each task 30 trials were recorded. The sampling frequency for EEG acquisition was 1 kHz.

In this study, Daubechies’ wavelet was used [5]. The decomposition level in WPT was set as 7, $f_c$ was 0.1, and

\[
E_2 = -\sum_{n=1}^{N} \sum_{c=1}^{C} T_{c}^{(n)} \log (p_c(T)^{(n)})
\]

where $p_c(T)^{(n)}$ is the posterior probability at time $T$ for the time series $x(t)^{(n)}$. The learning process is to minimize $E_2$, that is, to maximize the likelihood [8].

### III. EEG DISCRIMINATION METHOD USING THE PROPOSED NEURAL NETWORK

Fig. 2 depicts the proposed EEG discrimination method. After spatial filtering for noise and artifact removal, EEG signals are decomposed into frequency subbands of each channel using wavelet packet transform (WPT). These multivariate EEG feature series are then input into the proposed reduced-dimensional recurrent NN to discriminate two metal activities.

Electrodes are attached to the scalp according to the international 10-20 system. Suppose $L$ electrodes are used for signal acquisition, a Laplacian-filtered signal $EEG_l(t)$ ($l = 1, 2, \ldots, L$) is defined as [11],

\[
EEG_l(t) = EEG_l(t) - \frac{1}{4} \sum_{u \in S_l} EEG_u(t),
\]

where $EEG_l(t)$ represents the signal measured from the electrode $l$, while $EEG_u(t)$ ($u \in S_l$) stands for the signal measured from one of four neighboring electrodes of electrode $l$ (Here, $S_l$ is the index set of neighboring electrodes).

Using Eq. (18), it is possible to eliminate artifacts such as electromyogram and electro-oculogram signals, and to increase the signal-to-noise ratio [11].

Then, $EEG_l(t)$ is decomposed using wavelet packet transform. The coefficients of WPT at $j$th level and $v$th sample
the input vectors of the proposed NN were down-sampled to 5 [Hz]. Furthermore, among the 128 frequency subbands extracted from EEG signals, ten subbands corresponding to the frequency range of [0, 40] Hz were defined as the NN’s input vector. For the NN structure, the number of frequency subbands was set as follows: $C = 2$, $K_e = 2$ ($c = 1, 2$), and $M_cK_e = 2$ ($c, e = 1, 2$).

Fig. 4 shows examples of right and left finger movements discrimination of subject A. The measured EEG signals and the output of dimension-reducing stage, $(2)O_i(t)$, are shown in this figure. The gray areas indicate the time periods, during which the subject performed hand movements. Although, it is difficult to find significant difference of patterns directly from the EEG signals, it can be seen that outputs of the dimension-reducing stage decreased when right-finger movement was stopped. It was considered that such time-varying features in EEG signals are possible to enhance the time series discrimination.

Discrimination experiments were also conducted for right finger movements vs. no movement and left finger movements vs. no movement. Table I summarizes the discrimination results of all subjects. Mean values and standard deviations (S.D.) of the discrimination rates are calculated using 50 different sets of training data and test data, while the initial weights in the proposed NN were changed 10 times randomly in each trial. Tasks with the highest discrimination rates were marked with grey backgrounds for each subject.

From the table, it can be found that the proposed method can realize relative high discrimination performance. Subjects A and B achieved discrimination rates close to or higher than 90%. On the other hand, it should be noted that subjects C and D had no experience in EEG discrimination and only had 30 min training before the experiments.

V. CONCLUSIONS

This paper aims to develop a pattern discrimination approach for BCI applications based on a novel probabilistic NN. This NN introduces the functions of dimensional reduction and time series pattern discrimination in its structure as a dimension-reducing stage and a time series pattern discrimination stage, respectively. With the proposed NN, discrimination for multivariate time series can be conducted with improved accuracy. In addition, an EEG discrimination method was developed based on the proposed NN and feature extraction using a spatial Laplacian filter and the wavelet packet transform. EEG discrimination experiments were carried out with three metal activities related to finger movements. The experimental results demonstrated the validity of the proposed method.

In the future research, we would like to improve the discrimination performance by enhancing the NN’s structure and the learning algorithm. Weight coefficients in both stages of the proposed NN should be trained with a single criterion. Also, additional experiments are needed to evaluate the proposed method over more subjects. Furthermore, electrode placement and EEG signal preprocessing should be investigated.
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